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ABSTRACT   

Building recognition is a nontrivial task in computer vision research which can be utilized in robot localization, mobile 
navigation, etc. However, existing building recognition systems usually encounter the following two problems: 1) 
extracted low level features cannot reveal the true semantic concepts; and 2) they usually involve high dimensional data 
which require heavy computational costs and memory. Relevance feedback (RF), widely applied in multimedia 
information retrieval, is able to bridge the gap between the low level visual features and high level concepts; while 
dimensionality reduction methods can mitigate the high-dimensional problem. In this paper, we propose a building 
recognition scheme which integrates the RF and subspace learning algorithms. Experimental results undertaken on our 
own building database show that the newly proposed scheme appreciably enhances the recognition accuracy. 

Keywords: Building recognition, gist features, dimensionality reduction, relevance feedback, SVM 
 

1. INTRODUCTION  
Building recognition aims to distinguish different buildings in a large-scale image database. It is an intra-class 
classification task that can be utilized in many practical application areas, e.g., architectural design, building labelling in 
videos, robot vision for localization [36], and mobile device navigation [1][12]. However, this task is more challenging 
compared to general object recognition since building images may be taken from different viewpoints, under different 
lighting conditions, or suffer from occlusion from trees, moving vehicles, other buildings or themselves. As a result, little 
attention has been paid to this specific recognition task. In [13], perceptual grouping in a hierarchical way was applied to 
explore the semantic relationships among low-level visual features for content-based image retrieval (CBIR) for 
buildings. Consistent line clusters, a type of mid-level feature, were put forward in [20] for building recognition in CBIR. 
After extracting colour, orientation, and spatial information for each line segment, they were grouped into different 
consistent clusters, and the intra-cluster and inter-cluster relationships can be utilized to recognize different buildings. 
Zhang and Kosecká [40] proposed a building recognition system based on vanishing point detection and localized colour 
histograms. Because of the fast indexing step using localized colour histograms, this method achieved some 
improvement in efficiency. Hutchings and Mayol [12] applied the Harris corner detector [8] to extract interest points for 
matching buildings in the world space for mobile device.  

Nevertheless, the building recognition approaches mentioned above suffer from some limitations, namely i) they are 
based on the detection of low level visual features, e.g., line segments, vanishing points, etc., which cannot reveal the 
proper semantic concepts of images and thus limits their representational performance; and ii) recognition is conducted 
on pairs of raw high-dimensional feature vectors, resulting in high computational cost and memory requirements. 

To this end, we propose a building recognition scheme to address the above problems by integrating the relevance 
feedback (RF) and dimensionality reduction methods.  

Since there is a semantic gap [25] between the low level visual features and high level image concepts, the retrieval 
performance based only on low level features is not satisfactory and it is very important to fully take into account the 
interaction between users and search engines. RF serves as a means to bridge this gap and has shown its superiority in 
terms of both effectiveness and efficiency. Traditional RF methods in CBIR include the following two steps [25][17]: i) 
when retrieved images are returned to a user, some relevant and irrelevant images are labelled by the user as positive and 
negative samples, respectively; and ii) the retrieval system refines the retrieved results based on these labelled samples. 
These two steps are conducted iteratively until the user is satisfied with the presented results. 
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Dimensionality reduction can make data more compact and is able to alleviate the high-dimension problem. Subspace 
learning-based dimensionality reduction, which finds a projection that reduces the high dimensional feature space to a 
lower dimensional subspace, is gaining more popularity in data mining and computer vision applications. A number of 
subspace learning methods, widely applied in biometrics [28][38][39] and multimedia information retrieval [9][29][30], 
have been proposed in the literature. Among these, conventional linear dimensionality reduction techniques [15][22] and 
manifold learning algorithms [2][5][10][24][32] dominate 

The proposed scheme consists of the following three stages: i) feature representation; ii) dimensionality reduction; and iii) 
relevance feedback-based recognition. Features that are biologically present in the human visual perception are extracted 
using saliency and gist model [26], where the saliency model is constructed by extracting visual information from a raw 
image and the gist model is based on the extracted visual features. In detail, visual features are extracted at multi-scales 
and a set of feature maps is created for each image, resulting in the saliency model. After that, the gist model is 
constructed by dividing each feature map into a number of sub-regions and describing each map by a gist feature. In 
order to reduce the computational cost while preserving most of the discriminative information for recognition, 
dimensionality reduction is conducted to reduce the original higher dimensional feature vectors to a much lower 
dimensional feature space. Afterwards, building recognition is implemented by performing RF on our own building 
database [41], which incorporates various challenges including scaling, rotation, illumination changes, viewpoint 
changes, and camera-shake. 

The organization of this paper is that we describe the biological-based features representation in Section 2; 
dimensionality reduction algorithms are introduced in Section 3; the adopted RF algorithm is briefly reviewed in Section 
4; recognition performance on our own database is detailed in Section 4; while Section 5 concludes. 

 

2. FEATURE REPRESENTATION 
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Figure 1. The proposed building recognition scheme. 
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Psychological research [34] supports the view that humans are able to grasp the holistic information in an image - also 
known as the gist [23] of a scene - (e.g., indoor or outdoor, approximate locations, dominative colours) by glancing at it 
for just a few of seconds. Inspired by this biological concept in [26], we utilize gist features as well as low-level visual 
features for building recognition that are known to provide more discriminative information for this type of recognition 
task. The key idea of feature representation is to first construct saliency feature maps, followed by generating a gist 
feature for each of them.  

Saliency feature maps are constructed based on low-level visual features, including both global and local features, which 
are extracted in parallel. Global features are obtained by extracting intensity and colour information at different scales; 
local features are acquired by generating Gabor features [6][7] at several different scales and orientations. Although the 
features mentioned above have been previously utilized for other recognition tasks [27], it is the first time they are 
combined together for building recognition. After low-level feature extraction, a gist feature is extracted for each 
saliency map. To integrate low-level visual features with gist features, three major steps are conducted: i) linear filtering; 
ii) visual feature extraction; and iii) gist feature generation. Each step will be detailed in the following sections and the 
overall recognition scheme is represented in Figure 1. 

 

2.1 Linear Filtering 

Each input image ( )I pr  with [ , ]Tp x y=
r , is linearly filtered to give a Gaussian pyramid of nine scales ( );I p σr  

( 0,...,8σ = ). Afterwards, the centre-surround operation [14], widely used in modelling the receptive fields in the human 
visual system, is conducted by computing pixel differences across scales: 

( ) ( ) ( ), ; ;c sI p I p c I p s= −
r r r , (1) 

where ( );I p cr  denotes a pixel at a centre scale 2,3,4c = , ( );I p sr  is its corresponding pixel at a surround scale 

s c d= +  with 3,4d = , and ( );I p sr  is interpolated to the centre scale so that pixel difference maps are obtained. 
For simplicity, the centre-surround operation is reformulated as 

,c s c sI I I= Θ , (2) 

It should be noted that linear filtering is a prerequisite step for all visual feature extractions, but the centre-surround is 
only performed for intensity and colour information extraction, which creates on centre-surround difference maps of 

2,5I , 2,6I , 3,6I , 3,7I , 4,7I , and 4,8I  

2.2 Visual feature extraction 

Generally, there are many robust types of features for object recognition, such as colour, shape, texture, intensity, 
motion, etc. Applying more types of features may permit greater accuracy for classification; on the other hand, it means 
more computational complexity is required. To balance the accuracy and computational cost, only three types of visual 
features are adopted for the building recognition task, i.e., intensity, colour and orientation. This results in three main 
visual channels: intensity channel, colour channel, and orientation channel. To simplify the description, the intensity and 
colour information extraction are merged in a single sub-section. 
 
2.2.1 Intensity and Colour 

The combination of red ( R ), green ( G ), blue ( B ), and yellow ( Y ) can balance between reflectance and colour 
saturation.  Three pairs of colour opponents [35], i.e., red-green ( RG ), blue-yellow ( BY ), and dark-bright intensity, are 
computed from them. 

The intensity channel is computed by  

( ) 3I r g b= + + , (3) 

and R , G , B , Y  colour channels are also mapped from the r , g , b  outputs [14]: 
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Finally, three pairs of colour opponents are generated by performing the centre-surround difference [14] 

( ) ( )
( ) ( )

,

,

,

c s c c s s

c s c c s s

c s c s

RG R G R G

BY B Y B Y

I I I

= − Θ −

= − Θ −

= Θ

. (5) 

As a result, 18 feature maps are obtained for intensity and colour. 
 
2.2.2 Orientation 

Gabor filters with four different scales and four orientations are utilized to extract the orientation information, making a 
total of 16 Gabor functions.  

Research findings from cognitive psychology and psychophysics [21] suggest that Gabor filters [6][7] based on image 
decomposition are biologically relevant to human image understanding and recognition. Consequently, Gabor filters are 
appropriate for orientation information extraction within a purely computer vision context.  

A Gabor filter [16] is the product of an elliptical Gaussian envelope and a complex plane wave, defined as: 

( ) ( )
2 2

2

22 2
, 2,

k z
ik z

s d k

k
x y z e e e

δ
δψ ψ

δ

⋅
− −⋅

⎡ ⎤
= = ⋅ ⋅ −⎢ ⎥

⎢ ⎥⎣ ⎦

r r

r r
r

r
r , (6) 

where [ ],z x y=r  is the variable in a spatial domain and k
r

 is the frequency vector, which determines the scale and 

orientation of Gabor filters, di
sk k e φ=

r
, where max

s
sk k f= , max 2k π= , 2f = , 0,1,2,3s = , and 8d dφ π= , for 

0,2,4,6d = .  

After visual feature acquisition, there are 34 feature maps in total. Since both the centre-surround operation and Gabor 
filters are differential algorithms, the extracted visual features are robust to illumination changes. 

 

2.3 Gist feature generation  

A gist feature is generated from each feature map by dividing it into a 4 4×  grid and then averaging the responses of 
pixels within each sub-region, resulting in a 16-dimensional feature vector for each feature map. Therefore, each image 
is represented by a 544-dimensional feature vector. 

The gist feature for each image is expressed by 

( ) ( )
( )( )

,

1 4 1 1 4 1

,
4 4

1, ,
16 c s

i W j H
k k
c s

u iW v jH

G i j M u v
WH

+ − + −

= =

⎡ ⎤= ⎣ ⎦∑ ∑ , (7) 

 
where 1 , 4i j≤ ≤  for each map, W  and H  are the width and the height of an image, respectively, 1 34k≤ ≤ , and ,c s

kM  

denotes the k -th feature map at ( ),c s . Since centre-surround operations are not conducted on Gabor features, 

,c c sM M←  for gist feature generation on Gabor feature maps. 
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3. DIMENSIONALITY REDUCTION 
To alleviate computational complexity, while preserving sufficient discriminative information in the subsequent 
recognition stage, the dimension of the original feature vectors is reduced from 544 to a much lower dimensional space, 
namely 39.  

LDA [22] is a supervised learning algorithm that takes class label information into account. Given a set of labelled 
training examples, it finds the projection direction that maximizes the between-class scatter matrix while minimizing the 
within-class scatter matrix. It aims to separate examples from different classes far away while keeping those within the 
same class close to each other in the projected lower dimensional subspace.  

Given that the original high dimensional data points { }1 2, ,..., NX x x x=
r r r  in nR  are belonging to c  classes, the 

formulation of LDA is: 

arg max
T

b
opt T

U w

U S UU
U S U

= , (8) 

where ( ) ( ) ( )1
1 c T

b i i ii
S N N m m m m

=
= − −∑ r r r r  is the between-class scatter matrix and 

( ) ( ) ( ); ;1 1
1 i Tc N

w i j i i j ii j
S N x m x m

= =
= − −∑ ∑ r r r r  is the within-class scatter matrix; in the i -th class, iN  is the number of data 

points, ;i jxr  represents the thj  example, and ( ) ;1
1 in

i i i jj
m N x

=
= ∑ r  is the mean value; 

1

c
ii

N N
=

= ∑  is the number of all 

training examples; and ( ) ;1 1
1 ic N

i ji j
m N x

= =
= ∑ ∑ r  is the mean vector of the whole input data. The generalized eigenvalue 

problem is b wS U S Uλ= , and the resulted lower dimensional subspace is spanned by { }1 2, ,..., LU u u u=
r r r  ( 1L c≤ − ). 

Herein, the covariance matrix of all training examples is ( ) ( ) ( ); ;1 1
1 i Tc N

t i j i j b wi j
S N x m x m S S

= =
= − − = +∑ ∑ r r r r . 

 

4. RELEVANCE FEEDBACK 
Support vector machines (SVMs) [37][4] are binary classifiers that maximize the margin between positive examples and 
negative examples. They have good generalization abilities and SVM-based relevance feedback algorithms [11][19][33] 
have been widely utilized in content-based image retrieval. However, they may lead to unsatisfactory performance when 
labelled feedback samples are limited. This is caused by: 1) SVM is unstable with a very small-sized training set since its 
optimal hyperplane is constructed by feedback samples; 2) SVM’s optimal hyperplane may be unbalanced when the 
number of negative feedback samples is far more than that of positive feedback samples; and 3) overfitting may occur 
when the number of training examples is much less than the dimension of the feature vector. 

Fortunately, asymmetric bagging and random subspace SVM (ABRS-SVM) [31] can alleviate the above mentioned 
problems and is adopted here as the relevance feedback scheme.  

ABRS-SVM is the combination of asymmetric bagging-based SVM (AB-SVM) and random subspace SVM (RS-SVM) 
and thus inherits the merits of bagging [3] and random subspace method. In AB-SVM, bagging is implemented by 
bootstrapping on negative feedback samples and performing aggregation by the majority voting rule. It can solve the 
unstable and unbalance problems; while in RS-SVM, the random subspace method executes the bootstrapping in the 
feature space to deal with the overfitting problem.  

In our proposed building recognition scheme, if relevance feedback is needed (Y), it will be conducted step by step; 
otherwise (N), final recognition results will be returned straightforward. The right part of Figure 1 shows the detail 
procedure of relevance feedback-based image retrieval system. In our case, the flow chat follows the ‘Y’ choice. 
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5. BUILDING RECOGNITION 
In this section, we first introduce our self-constructed building database and then the experimental results conducted on 
this database are reported. 

 

5.1 Database overview 

 

 
Figure 2. (a)-(c) are sample images from the category 1, 10, and 38, respectively. 

 

Experiments were carried out on our own image database [41], in which there are 40 buildings, i.e., 40 categories in 
total. All images in the database were taken around the University of Sheffield and Sheffield city centre using a Cannon 
G90 digital camera, including both stills and video clips. They were taken at different times on separate days. Different 
times cover early morning, noon, mid-afternoon, and early evening, resulting in highly variable lighting conditions and 
so making the building recognition task more challenging. Buildings include churches and a variety of modern buildings, 
such as exhibition halls. Images for each building were taken from different viewpoints, varying from three to nine 
views; by moving the camera from side to side, video clips are also obtained with multiple views. Furthermore, some 
videos were captured by walking from one side to another, which creates the additional challenge of movement/camera-
shake. In summary, our building database incorporates a variety of challenges, i.e., rotation, scaling, variant lighting 
conditions, viewpoint changes, occlusions, and vibration. Video clips are of differing lengths, ranging from less than a 2 
s to more than 10 s. We convert each clip into JPEG image format by sampling frames at rates from 3 to 10 frames/s, 
where the resolution of each frame is reduced to 160 120×  pixels. Generally speaking, for each building, the number of 
images varies from 100 to 400, leading to unbalanced visual data within different building categories. To make sure all 
the images in the database are of the same size, each picture is resized to 160 120×  pixels as well. In summary, there are 
3,192 images. Sample images in the database are shown in Figure 2. As we can see, even humans cannot easily tell 
whether the images in the row (b) are from the same building or not. In addition, since the size of each image is small, as 
it is intended our developed system will have potential for mobile device navigation. 

 

5.2 Experimental results 

To explore whether RF enhances the recognition rates or not, the newly proposed scheme is evaluated on our image 
database, in which 100 images are randomly selected as the queries and RF is automatically performed. Each image is 
first represented by a 39-dimensional feature vector after low level visual feature extraction and dimensionality reduction. 
All images in the database are then sorted by a specified similarity measure. Within the top 40 returned images, the five 
most relevant images are labelled as positive feedback samples and five irrelevant images are marked as negative 
feedbacks. RF is conducted over nine iterations, for which precision and standard deviation (SD) are utilized to evaluate 
the performance. Precision is the percentage of the relevant images in the top N  retrieved images, which describes the 
effectiveness of the RF algorithm; while SD serves as an error-bar to record its robustness. Both metrics are computed as 
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the average values of the 100 query images. As we can see in Figure 3, after nine iterations, the retrieval average 
precision in top 10 results is up to 93%, which outperforms 85.25% without RF [18]. It demonstrates the effectiveness of 
RF in the building recognition task. In our experiments, the Gaussian kernel ( )

2

, x yK x y e ρ− −=
r rr r with 1ρ =  (the default 

value in the OSU-SVM MatLab toolbox [42]) is chosen to evaluate the RF algorithm. 
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Figure 3. Recognition results in top 10, 20, 30, and 40 retrieved images, respectively. The ABRSVM is operated over 9 iterations. 

 

6. CONCLUSIONS 
This paper is the first to adopt the relevance feedback (RF) technique for the building recognition task, where a building 
recognition scheme is proposed by integrating RF and dimensionality reduction. Each image is represented by both 
saliency and gist models. Subspace learning-based dimensionality reduction is implemented to eliminate redundant 
information and thus alleviate the computational costs for the subsequent recognition process. Afterwards, a support 
vector machine (SVM)-based RF is implemented. Experiments are conducted on our own database. It is shown that RF 
enhances the recognition performance and the newly proposed scheme achieves satisfactory results.  
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